Point–based Calibration Using a Parametric Representation of the General Imaging Model
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Abstract

Generic imaging models can be used to represent any camera. These models are specially suited for non–central cameras for which closed-form models do not exist. Current models are discrete and define a mapping between each pixel in the image and a straight line in 3D space. Due to difficulties in the calibration procedure and model complexity these methods have not been used in practice. The focus of our work was to relax these drawbacks. In this paper we modify the general imaging model using radial basis functions to interpolate image coordinates and 3D lines allowing both an increase in resolution (due to their continuous nature) and a more compact representation. Using this new variation of the general imaging model we also develop a new linear calibration procedure. In this process it is only required to match one 3D point to each image pixel. Also it is not required the calibration of every image pixel. As a result the complexity of the procedure is significantly decreased.

1. Introduction

Most cameras can be modeled by a perspective projection, which implies that all projecting rays intersect at a single point [9]. These cameras where all projecting rays intersect at a single point are usually called central cameras. However, in the last few years, cameras whose projecting rays do not satisfy the constraint of intersecting at a single effective viewpoint started to be used, due essentially to the large fields of view that can be obtained. These cameras are called non-central and in many cases are obtained by combining a perspective camera with a curved mirror—the catadioptric cameras [5, 1, 20, 10]. They are used in several applications ranging from robotics to visualization. Central cameras have parametric models and their calibration consists in the estimation of the parameters of those models. Non-central cameras do not have, in general, parametric models. A recent result, however, derived an analytical model for the forward projection of a non-central system made up of a perspective camera and a rotationally symmetric conic mirror [1]. For the special case of a spherical mirror they also derived the back-projection equations [1].

In this article, we study the calibration of generic camera models. Calibration of a generic camera model was first discussed by Grossberg and Nayar [6, 7]. In these articles, a non-parametric discrete imaging model was defined, consisting in associating projecting rays in 3D space with pixels in the image. To each pixel, a set of parameters called raxel is associated. The set of all raxels (representing all pixels) constitutes the complete generic imaging model. A raxel is a set of parameters including image pixel coordinates, the coordinates of the associated ray in the world (position and direction) and radiometric parameters.

Grossberg and Nayar also propose a method for estimating the parameters of the general imaging model. Their approach requires the acquisition of, at least, two images of a calibration object with known structure and also requires the knowledge of the object motion between the images.

Sturm and Ramalingam [19] and Ramalingam et al. [17] proposed a calibration method based on the non-parametric imaging model, suggested by Grossberg and Nayar. However, they excluded from their model the radiometric entities of the raxel. Their method assumes that the camera is fully described by the coordinates of rays and the mapping between rays and pixels.

Instead of using two images, Sturm and Ramalingam developed a method that requires three images of the calibration object, acquired from arbitrary and unknown viewing positions. If three points of the calibration object are seen for the same pixel, the collinearity constraint allows
the computation of the motion between the images of the calibration object and, as a result, it allows the estimation of the direction of the ray in 3D space.

In [16], a minimal solution for the generic imaging model was proposed based on their previous work [19]. They showed that the minimal solution is more robust to noise when compared to the non-minimal solution.

All the methods mentioned above are discrete and non-parametric, using mapping arrays (ravels) to calibrate the imaging model. Image pixels have associated a set of parameters that are independent from their neighbors. Therefore, performing a complete camera calibration requires setting the mapping parameters for every pixel.

However, most of the useful non-central cameras have, in general, a pixel–ray relations that vary smoothly along the image. That is the case for non-central catadioptric systems with quadric mirrors [5, 20, 10], or linear cameras [13, 8, 22, 23].

Our goal in this work is to relax the complexity of the general imaging model and calibration process using the assumption that the parameters of the pixel–ray relationship vary smoothly. This assumption is used to define a parametric representation for the general imaging model. As a result the number of unknown parameters can be decreased. In addition the number of parameters is independent from the image resolution. Using this model for the general imaging model, a new method for its calibration is described. This method reduces the complexity of the calibration process. The calibration of the imaging model used in [6] and [19] requires at least two points in the world, for the same image point. We develop a calibration procedure that only needs one world point for an image point. As in [19], only geometric entities of general imaging model are considered.

2. Notation and Background

2.1. Notation

Matrices are represented as bold capital letters (e.g. $A \in \mathbb{R}^{n \times m}$, $n$ rows and $m$ columns). Vectors are represented as bold small letters (e.g. $a \in \mathbb{R}^n$, $n$ elements). By default, a vector is considered a column. Small letters (e.g. $a$) represent one dimensional elements. By default, the $j$th column vector of $A$ is considered a column. Small letters (e.g. $a$) represent one dimensional elements. By default, the $j$th column vector of $A$ is represented as $a_j$. The $j$th element of a vector $a$ is written as $a_j$. The element of $A$ in the line $i$ and column $j$ is represented as $a_{i,j}$. Regular capital letters (e.g. $A$) indicate one dimensional constants.

Projective space is represented as $\mathbb{P}^n$ (in Euclidean $n$-space). A point $x$ in $\mathbb{P}^n$ can be written in homogeneous coordinates in $\mathbb{R}^{n+1}$ as $x = (x_0, x_1, x_2, \ldots, x_n)$ and we can recover non-homogeneous coordinates with $x' = (x_1/x_0, x_2/x_0, \ldots, x_n/x_0)$.

We use $\mathbb{R}$ after a vector or matrix to denote that it is represented up to a scale factor.

Let $U \in \mathbb{R}^{m \times n}$ and $V \in \mathbb{R}^{k \times l}$ and the equation

$$UXV^T = C$$

(1)

where $X \in \mathbb{R}^{n \times l}$ is the equation unknown. It is possible to rewrite the previous equation as

$$(V \otimes U) vec(X) = vec(C)$$

(2)

where $\otimes$ is the Kronecker product of $U$ and $V$, with $(V \otimes U) \in \mathbb{R}^{mk \times nl}$, and $vec(X)$ is a nl–vector formed by stacking the columns of $X$.

2.2. Plücker coordinates

Plücker coordinates are a special case of Grassmann coordinates [14]. A Grassmann manifold is the set of $k$ dimensional subspaces, in a $n$ dimensional vector space, and it is denoted as $\Lambda^k \mathbb{R}^n$. Plücker coordinates can be obtained as a result of the application of a representation of the exterior product to four dimensional vectors $x \wedge y$. The result of this operation lies in a six dimension vector space $\mathbb{R}^6$, that can represent lines in $\mathbb{P}^3$.

Consider two points in the world ($x$ and $w$ in $\mathbb{P}^3$) represented in homogeneous coordinates $\mathbb{R}^4$. Using Plücker coordinates, we can represent a 3D line, incident with both points, as

$$l_\mathbb{R} = x \wedge w = (l_{01}, l_{02}, l_{03}, l_{23}, l_{31}, l_{12}) \in \Lambda^2 \mathbb{R}^4 \subset \mathbb{R}^6$$

(3)

with $l_{ij} = x_i w_j - x_j w_i$, basis $e_{ij} = e_i \wedge e_j (e_i \in \mathbb{R}^4$ basis) and $d$ and $m$ are, respectively, the direction and the moment of the line.

Although all elements of the four dimensional exterior product, $\Lambda^2 \mathbb{R}^4$, belong to $\mathbb{R}^6$, not all elements of $\mathbb{R}^6$ represent lines in 3D space. It can be shown that, Equation (3) is the result of a four dimensional space exterior product (and therefore it is a line in 3D space), if and only if it belongs to the Klein quadric

$$\Omega(l, 1) = l_{01} l_{23} + l_{02} l_{31} + l_{03} l_{12} = \langle d, m \rangle = 0$$

(4)

One of the most important properties of Plücker coordinates is its ability to compute incidence relation of lines and points, in the world. Using the direction and moment vectors, a point $p \in \mathbb{P}^3$ is incident with a line $l \in \Lambda^2 \mathbb{R}^4$ if

$$\left( \begin{array}{c|c} [p]_x & \mathbf{0}^T \\ \hline -\mathbf{I} & \mathbf{p}_T \end{array} \right) \mathbf{L} = 0$$

(5)

where $p \in \mathbb{R}^3$ (non–homogeneous representation), $[a]_x$ is a matrix that linearizes the exterior product as $[a]_x b = a \times b$ and $\mathbf{I}$ is a $3 \times 3$ identity matrix.
2.3. Interpolation

Suppose that we want to estimate an unknown function, \( f : \mathbb{R}^D \rightarrow \mathbb{R} \), from a set of scattered data points \( X = \{x_i\} \subset \mathbb{R}^D \) (with \( D \) a natural number) and \( y = \{y_i\} \), where the set \( \{x_i, y_i\} \) forms a training data set \( \{y_i = f(x_i)\} \).

Interpolation requires the computation of an interpolating function, \( s : \mathbb{R}^D \rightarrow \mathbb{R} \), that satisfies

\[
    s(x_i) = f(x_i), \quad \forall i
\]

Radial basis functions (RBF) [3, 21, 15, 18] can be used to solve this problem. For a set \( P \) of training points \( \{x_1, \ldots, x_P\} \), the RBF interpolant function has the form

\[
s(x) = a_0 + a_x^T x + \sum_{i=1}^{P} w_i \phi(||x - x_i||)
\]

where \(||.||\) is the 2–norm vector \( [4] \), \( \phi : \mathbb{R}^+ \rightarrow \mathbb{R} \) is the radial basis function and \( a_x \in \mathbb{R}^D \). \( a_0, a_x \) and \( w_i \) are the interpolant unknowns.

There are two types of kernel functions that can be used as the RBF interpolant. One type of kernel functions does not have shape parameters, like thin–plate splines, \( \phi(r) = r^2 \log(r) \), or \( \phi(r) = r^2 \). The other type of kernel functions does have shape parameters, such as Gaussian functions \( \phi(r) = \exp(-\beta^2 r^2) \), and multi–quadratics with \( \phi(r) = (\beta^2 + r^2)^{1/2} \) where \( \beta \) is the shape parameter.

The interpolation is obtained by means of the estimation of the unknown parameters of the interpolant \( a = (a_0, a_x) \) and \( w = (w_1, \ldots, w_P) \) of Equation (7). The interpolating function \( s(x) \) has \( P + D + 1 \) degrees of freedom and the data sets \( X \) and \( y \) only yield \( P \) equations. For the estimation of the unknowns in Equation (7), additional constraints have to be used. Since function \( \phi \) is conditionally positive definite \([21]\) the following equations are verified,

\[
\sum_{i=1}^{P} w_i = 0 \quad \& \quad \sum_{i=1}^{P} w_i x_i^{(j)} = \cdots = \sum_{i=1}^{P} w_i x_D^{(j)} = 0
\]

\([21, 11]\) where \( x_i^{(j)} \) is the \( j \)th element of the \( i \)th observation. The use of these constraints allows the estimation of all unknowns.

3. Parametric Representation of the General Imaging Model

From the definition of general imaging model, introduced by Grossberg and Nayar [6], each pixel in the image \( x \in \mathcal{P}^2 \) is mapped to a ray in \( 3D \) space \( l \in \mathcal{L}^3 \). As mentioned before, the model is based on an array of parameters called raxel.

In their model, a complete general imaging model is represented by a non-parametric discrete array of raxels, that contains all possible pixels in an image. This means that the pixel–line mappings are required for all pixels. Independently of the image resolution or of the smoothness on the variation of the parameters, that correspond to the \( 3D \) lines associated to neighboring pixels. If we consider only the geometric entities in Grossberg and Nayar’s model, each raxel contains at least seven parameters. Thus, for each pixel, there are seven unknown parameters to be estimated. For an image with size \( N \times M \), there are \( 7NM \) parameters to be estimated. Our target in this section is to reduce the number of parameters to be estimated.

Our assumption is that the pixel–line mapping can be represented by a smoothly varying vector–valued function \( f : \mathcal{P}^2 \rightarrow \mathcal{L}^3 \), that maps a point in the image plane to a line in \( 3D \) space. This assumption can significantly decrease the number of model unknowns and also filter out some error due to noise.

Different points in the image can correspond to the same ray in the world. On the other hand, in a general imaging system, different rays in the world can not be mapped to the same image point. Thus, the general vector–valued function \( f = f(x) \) takes a non–injective form. In most cases, a general direct projection model does not exist, since one \( 3D \) line can be mapped into more than one point in the image plane. As a result, a general imaging model can only be defined when considering the mapping from image coordinates to \( 3D \) lines.

A schematic representation of this model is shown in the Figure 1.
3.1. Non–Injective Vector–Valued Function

A 3D line representation has to be chosen for the output of the vector–valued function. Lines in 3D have four degrees of freedom. However, none of compact four variable representations for 3D lines is complete.

Plücker coordinates (Section 2.2) are a complete, elegant and easy to understand line representation. On the other hand, it has six elements to represent four degrees of freedom. It is defined up to a scale factor and has an orthogonal constraint associated to its elements.

Instead of using Plücker coordinates as estimator, we use a vector as the stacking of direction and moment \( \mathbf{d} \), \( \mathbf{m} \). In other words, we are estimating two independent vectors, up to the same scale factor.

Good estimates of \( \hat{\mathbf{d}} \) and \( \hat{\mathbf{m}} \) yield small deviations from the orthogonal constraint. However, it is possible to find orthogonal vectors \( \mathbf{d} \) and \( \mathbf{m} \) from their estimates using Schmidt orthogonalization [4], by finding the closest rotation matrix to \( \left( \hat{\mathbf{d}} \ \hat{\mathbf{m}} \ \hat{\mathbf{d}} \times \hat{\mathbf{m}} \right) \), where \( \mathbf{x} = x/ ||x|| \), or by using the algorithm proposed by Bartoli and Sturm [2].

There are several ways to estimate a non–injective function from a set of scattered data. We use the RBF interpolant described in Section 2.3

\[
s(\mathbf{x}) = a_0 + a_\mathbf{x}^T \mathbf{x} + \sum_{i=1}^{p} w_i \phi(||\mathbf{x} - \mathbf{c}_i||) \tag{9}
\]

where \( \{\mathbf{c}_i\}, \mathbf{x} \in \mathbb{R}^2 \). We can rewrite the previous equation, in matrix form as

\[
s(\mathbf{x}) = \left( \begin{array}{c} \phi(\mathbf{x}) \\ \mathbf{p}(\mathbf{x}) \end{array} \right) \underbrace{\begin{bmatrix} w \end{bmatrix}}_{\mathbf{h}_{\text{wa}}}
\]

where \( \mathbf{a} = (a_0, \mathbf{a}_\mathbf{x}) \) and \( \mathbf{w} = (w_1, w_2, \ldots, w_P) \). \( \phi_i(\mathbf{x}) = \phi(||\mathbf{x} - \mathbf{c}_i||) \), \( \mathbf{p}(\mathbf{x}) = \begin{bmatrix} 1 & x_1 & x_2 \end{bmatrix} \). \( \phi(\mathbf{x}) \) and \( \mathbf{p}(\mathbf{x}) \) are row vectors.

The vector–valued function output is \( \hat{\mathbf{I}} \in \mathbb{R}^6 \) where each \( l_i \) is independent. Thus, we can use six independent RBF interpolants to form the vector–valued function \( s(\mathbf{x}) = \begin{bmatrix} s_1(\mathbf{x}) & s_2(\mathbf{x}) & \ldots & s_6(\mathbf{x}) \end{bmatrix} \), which can be rewrote as

\[
s(\mathbf{x}) = \left( \begin{array}{c} \phi(\mathbf{x}) \\ \mathbf{p}(\mathbf{x}) \end{array} \right) \underbrace{\begin{bmatrix} h_{\text{wa}}^{(1)} & h_{\text{wa}}^{(2)} & \ldots & h_{\text{wa}}^{(6)} \end{bmatrix}}_{\mathbf{H}_{\text{wa}}}
\]

The vector–valued function is a row vector, \( s(\mathbf{x}) \in \mathbb{R}^{1 \times 6} \), which implies \( \mathbb{R} = s^T(\mathbf{x}) \).

For a set \( \{\mathbf{c}_i\} \), a matrix \( \mathbf{H}_{\text{wa}} \) and a certain RBF, the estimates of the direction and moment vectors are given by

\[
\hat{\mathbf{I}}^T \mathbb{R} = \left( \begin{array}{c} \hat{\mathbf{d}}^T \\ \hat{\mathbf{m}}^T \end{array} \right) \mathbb{R} = \left( \begin{array}{c} \phi(\mathbf{x}) \\ \mathbf{p}(\mathbf{x}) \end{array} \right) \mathbf{H}_{\text{wa}} \tag{12}
\]

For two different imaging systems, using the same set of points \( \{\mathbf{c}_i\} \), the estimation of \( \hat{\mathbf{I}} \) for an image point \( \mathbf{x} \) only depends on the matrix \( \mathbf{H}_{\text{wa}} \). Thus, we call \( \mathbf{H}_{\text{wa}} \) the camera matrix. On the other hand, for the same imaging system, the values of the parameters of the camera matrix depend on the set \( \{\mathbf{c}_i\} \), and that is why we call them control points.

Usually, in statistics, the set \( \{\mathbf{c}_i\} \) is called centers. In computer vision, the word center in an imaging system typically designates the center of the projection. As a result, we chose to name to the set \( \{\mathbf{c}_i\} \) as control points.

For a set \( P \) of control points defined a priori \( \{\mathbf{c}_i\} \) and a camera matrix \( \mathbf{H}_{\text{wa}} \in \mathbb{R}^{(P+3) \times 6} \), it is possible to define a generic smooth general imaging model by a vector–valued function \( \mathbf{s} : \mathbb{R}^2 \mapsto \mathbb{R}^6 \).

The general imaging model only depends on the unknown matrix \( \mathbf{H}_{\text{wa}} \), for a set of previously defined control points. Therefore, the complete calibration of general imaging models is obtained by estimating \( 6P + 18 \) unknown parameters, that sets up the camera matrix.

4. Point–based Calibration

One significant disadvantage in the use of the general imaging model is the difficulty in its calibration. Grossberg and Nayar [6] and Sturm and Ramalingam [19] define two methods for the calibration. The complete calibration is achieved when each image pixel has a raxel associated to it. To estimate one raxel, at least two 3D points are required for each same image point.

The method presented in this paper aims at relaxing the calibration procedure, by using the parametric representation of the general imaging model described in Section 3. The goal is to calibrate a general imaging model without estimating each and all the raxels while, at same time, allowing the same resolution. In addition, the method should require only a set of point correspondences \( \{\mathbf{x}_i \mapsto \mathbf{p}_i\}, \{\mathbf{p}_i\} \) is the set of world points and \( \{\mathbf{x}_i\} \) its correspondents points in the image plane), where we can use points correspondences that satisfy

\[
\mathbf{x}_i \neq \mathbf{x}_j, \quad \forall i \neq j \tag{13}
\]

We never need to know more than one world points, for a point in the image plane.

There are two sets of unknowns in the calibration procedure: the set of control points \( \{\mathbf{c}_i\} \) and the camera matrix \( \mathbf{H}_{\text{wa}} \) elements. Control points can be defined a priori, by selecting a set \( P \) of scattered image points, that can or cannot be a subset of data points \( \{\mathbf{c}_i\} \subset \{\mathbf{x}_i\} \).

In the rest of this section, we describe a linear method to estimate \( 6P + 18 \) parameters of the camera matrix, for a set of control points defined a priori.
4.1. Calibration Matrix M

World points incident with lines must satisfy Equation (5). From function \(\mathbb{IR} = s(x)^T\) and Equation (5)

\[
(Q(p)^T)^T \mathbb{IR}^T = (Q(p)^T)^T Q(p)^T = 0 \quad (14)
\]

\[
s(x)^T Q(p)^T = 0 \quad (15)
\]

Replacing \(s(x)\), in Equation (15) by Equation (11)

\[
(\phi(x)^T p(x)^T) H_{wa} Q(p)^T = 0 \quad (16)
\]

where \(r(x) \in \mathbb{R}^{1 \times (P+3)}\).

The unknowns are the elements of the matrix \(H_{wa}\). Thus, we use Kronecker product, Section 2.1, that allow us to rewrite (16) in order to isolate the unknown camera matrix as

\[
[Q(p) \otimes r(x)] vec(H_{wa}) = 0 \quad (17)
\]

where the matrix \(Q(p) \otimes r(x) \in \mathbb{R}^{4 \times (6P+18)}\) and \(vec(H_{wa}) \in \mathbb{R}^{6P+18}\) is the stacking of \(h_{wa}^{(i)}\) columns, for \(i = 1, \ldots, 6\).

For a set \(N\) of point correspondences \(\{x_i \rightarrow p_i\}\) of the same imaging system, \([Q(p_i) \otimes r(x_i)] vec(H_{wa}) = 0\) and we can build the calibration matrix

\[M = \begin{pmatrix}
  Q(p_1) \otimes r(x_1) \\
  Q(p_2) \otimes r(x_2) \\
  \vdots \\
  Q(p_N) \otimes r(x_N) \\
  D
\end{pmatrix} \quad (18)
\]

where \(M \in \mathbb{R}^{(4N+18) \times (6P+18)}\) and matrix \(D \in \mathbb{R}^{18 \times (6P+18)}\) is as [11].

Calibration procedure is reduced to the estimation of the unknown camera matrix \(H_{wa}\) such that

\[M vec(H_{wa}) = 0 \quad (19)\]

that means

\[vec(H_{wa}) \in null(M) \quad (20)\]

where \(null(\cdot)\) indicates matrix null–space.

4.2. Computation of the Camera Matrix

From Equation (20), it results that the estimate of the camera Matrix must belong to the null–space of the calibration matrix \(M\).

To ensure an unique solution, and since \(vec(H_{wa}) \in \mathbb{R}^{6P+18}\) we have to make sure that the dimension of the column space of \(M\) is \(\mathcal{C}(M) = 6P + 17\), which means that the dimension of the null–space of \(M\) must be \(\mathcal{N}(M) = 1\).

From Equation (12), any solution for the camera matrix is defined up to a scale factor. Thus, assuming that \(\mathcal{N}(M) = 1\), any element of the one dimensional null–space of \(M\) is solution, except for the trivial solution \(vec(H_{wa}) = 0\).

To prove that the dimension of the column space of \(M\) is \(\mathcal{C}(M) = 6P + 17\), we decompose Equation (18) into rows, by means of the Kronecker product. Permutation of the rows in any matrix does not change the dimension of the column space. Making \(N = 2P\), and for a matrix \(D \in \mathbb{R}^{18 \times 6P+18}\) it can be proved that \(\mathcal{C}(M) = 6P + 17\)—see next section and [11].

The computation of the dimension of the column space and corresponding constraints is described in [11].

4.3. Relationship between Control Points, point correspondences and radial basis function used in the calibration

In this section, we describe the constraints that must be met by \(\{x_i\}\) and \(\{c_i\}\) to obtain \(\mathcal{C}(M) = 6P + 17\). We also suggest two types of radial basis functions, that can be used to get \(\mathcal{C}(M) = 6P + 17\).

Consider that we have a set of point correspondences, \(\{x_i \rightarrow p_i\}\) for \(i = 1, \ldots, 2P\), where \(x_i \neq x_j\), \(\forall i \neq j\). Next split up the set \(\{x_i\}\) into two sub-sets \(X = \{x_i\}\), for \(i = 1, \ldots, P\) and \(Y = \{x_j\}\), for \(j = P + 1, \ldots, 2P\).

In [15] and [11] it is shown that only control points \(\{c_i\}\), for \(i = 1, \ldots, P\) and data points \(\{x_j\}\), for \(j = 1, \ldots, 2P\) that meet the condition defined by Equation (21) can be considered.

\[d < \epsilon q \quad (21)\]

where \(d = \min \{d_1, d_2\}\), \(0 < \epsilon \leq 1\), \(d_1 = \max \{|x_i - c_i|\}\), where the set \(\{x_i\}\) belongs to the set \(X\), \(d_2 = \max \{|x_i - c_i|\}\), where the set \(\{x_i\}\) belongs to \(Y\) and \(2q = \min_{j \neq i} \{|c_i - c_j|\}\).

Note that (from [11]) if we consider \(\{c_i\} = X\) if and if \(d_2 < \epsilon q\) then we can also obtain \(\mathcal{C}(M) = 6P + 17\). This solution also meets the constraint \(x_i \neq x_j\), \(\forall i \neq j\).

Quak et al. [15] proved that \(\phi_1(r) = (\beta_1^2 + r^2)^{1/2}\) and \(\phi_2(r) = e^{-\beta_2 r^2}\) are good choices for radial basis functions, because, choosing an appropriate \(\beta_1\) and \(\beta_2\), they reduce the negative effects of small values of \(q\) and \(\epsilon\) respectively, in Equation (21).

5. Experiments

The calibration method and general imaging model described in this paper were evaluated using both synthetic data sets and real data sets.


5.1. Results with Synthetic Data Sets

Synthetic data sets were used to evaluate the effect of a varying number of control points on a error measure defined as a distance between 3D lines. We used multi-quadrics \( \phi_1 (r) = (\beta r^2 + r^2)^{1/2} \) and exponential \( \phi_2 (r) = e^{-\beta r^2} \) as radial basis functions.

The synthetic data sets were obtained for non–central catadioptric systems [5]. Two types of quadric mirrors were considered: hyperbolic and spherical mirrors.

The calibration method estimates an interpolant function \( s : \mathbb{R}^2 \rightarrow \mathbb{R}^6 \) that should fit an imaging model, defined by a function \( f : \mathcal{F}^2 \rightarrow \mathcal{L}^3 \), where \( f \) is an analytical representation of the corresponding imaging model. In the case of a non–central catadioptric system made up of a perspective camera and hyperbolic or spherical mirror, an analytical expression for \( f \) can be obtained [5, Section 4.3].

We use \( f \) to generate a data set of \( \{x_i \mapsto p_i\} \), for \( i = 1, \ldots, N \) and select \( P \) control points from the set \( \{x_i\} \), where the conditions described in Section 4.3 are met.

Using \( f \), we generate a ground truth data set \( \{y_i \mapsto l_i\} \), where \( y_i \) are the ground truth image coordinates and \( l_i \) are the ground truth line coordinates.

We use the set \( \{x_i \mapsto p_i\} \) and \( \{c_i\} \) to calibrate the imaging system. With the interpolant functions \( s \), we generate the estimated set \( \{\hat{y}_i \mapsto \hat{l}_i\} \), where \( \hat{l}_i = s(y_i) \) and \( s \) are defined in Section 3.1.

We want to measure the deviation of \( \hat{l}_i \) from \( l_i \). To characterize the error we use the average of the distances \( \epsilon_i = d(\hat{l}_i, l_i) \).

Consider two lines represented as Plücker coordinates \( g \in \mathbb{R} \) and \( h \in \mathbb{R} \) that can be approximated via local mappings into euclidean 4-space \( g = (g_1, g_2, g_3, g_4) \) and \( h = (h_1, h_2, h_3, h_4) \) [14] such that

\[
\begin{align*}
g &= (g_3 - g_1, g_4 - g_2, 1, g_2 - g_1, g_1 g_4 - g_2 g_3) \\
h &= (h_3 - h_1, h_4 - h_2, 1, h_2 - h_1, h_1 h_4 - h_2 h_3)
\end{align*}
\]

The distances between the lines are estimated using

\[
d(\hat{g}, \hat{h}) = \sum_{i=1}^{4} (g_i - \hat{g}_i)^2 + (g_1 - \hat{g}_1)(g_3 - \hat{g}_3) + (g_2 - \hat{g}_2)(g_4 - \hat{g}_4)
\]

We evaluate the results by varying the number of control points, \( P \), from 20 to 100, and with a set of point correspondences \( N = 2P \). For each number of control points \( (P) \), we evaluate the calibration using the ground truth data set \( \{y_i \mapsto l_i\} \) for \( i = 1, \ldots, 120 \). For each set of control points, we repeat the calibration 200 times, where the sets \( \{x_i\} \) and \( \{y_i\} \) are chosen randomly.

We repeat the same procedure adding Gaussian random noise \( \{\mu_i\} \) to the world coordinates \( \{p_i + \mu_i\} \). The standard deviation of the Gaussian noise added to the coordinates \( \{\mu_i\} \) was \( std(\mu)^{(3)} = 0.25e \) where \( \mu_i = (\mu_i^{(1)}, \mu_i^{(2)}, \mu_i^{(3)}) \) and \( e = \min \{||p_i - p_j||\}, \) for all \( i \neq j \). Results are shown in Figure 2.

5.2. Experiments Using Real Data Sets

For experiments with real data sets, we calibrated three different types of imaging systems, using our representation of the general imaging model and its point–based calibration. We used a projective camera and two different catadioptric systems, Figure 3a, 3d and 3g respectively.

To acquire the point correspondences \( \{x_i \mapsto p_i\} \) for the calibration process, we used a chess board. We attached to the chess board infrared (IR) LEDs and their positions in the
Each corner of the chess board in the image \( \{x_i\} \) is associated to a position in the world \( \{p_i\} \), which is given by its corresponding position in the chess board. The association set \( \{x_i \mapsto p_i\} \) will be used in the calibration process.

The set of image points \( \{x_i\} \) are the yellow points in Figures 3b, 3e and 3h. The set of world points \( \{p_i\} \) are the yellow points in Figures 3c, 3f and 3i.

Control points \( \{c_i\} \) are chosen as a subset of \( \{x_i\} \). They are shown as green points, in Figures 3b, 3e and 3h.

Using \( \{x_i \mapsto p_i\} \), we estimate the interpolant function \( s \). Since, in the real experiments, we have \( N > 2P \), we will have an over-determined solution. The solution for the camera matrix is obtained using a least-squares solution for the homogeneous equations [9].

To evaluate the calibration, 3D coordinates from a different object were used. The IR tracker has a "test object" (also with LEDs) which is provided to enable the estimation of 3D coordinates of points. This different object was used to generate a new data set \( \{y_i \mapsto w_i\} \), where \( y_i \) are image points and \( w_i \) are world points. This new data set was used to evaluate the calibration performed with the former data set.

The distance error is defined by the distance from the world point \( p_i \) to the generated line \( l_i \), where \( l_i = s(y_i) \). A subset of \( \{y_i\} \) and corresponding lines \( \{l_i\} \) is shown as red squares, in Figures 3b, 3e and 3h, and as red lines, in Figure 3c, 3f and 3i, respectively.
The geometric distance between a line (in Plücker coordinates) and a point in the world is given by $\epsilon_i = ||\epsilon_i||$, where

$$
\epsilon_i = \left( |w_i|_x - 1 \right) \hat{l}_i
$$

and $\hat{l}_i = \hat{I}_i / ||d_i||$.

The number of control points used in the calibration were 90, 120, and 150, for the imaging systems of Figures 3a, 3d and 3g respectively. The results are shown in Table 1 as well as in the video, provided as supplementary material.

### 6. Conclusions

The calibration method described in this paper can be used in the calibration of complex camera models, namely for cameras which no analytical projection model exists.

The approach is based on a parametric version of the generic imaging model. The approach described in this paper can model an imaging model with significantly less parameters than the discrete generic imaging model. For the model described in this paper the number of parameters does not depend on the image size. Instead of the $7NM$ parameters, for an $M \times N$ image, required by the discrete generic imaging model, this approach only requires $6(P+3)$ for $P$ control points.

The calibration procedure described in this paper only requires the 3D coordinates of a world point for each image point, whereas previous approaches require two or more 3D points for each image point. On the other hand, the calibration parameters which are estimated for a sub-set of image points can be generalized for all image pixels, which constitutes an important advantage of this method.
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