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Fig. 5. Algorithm I: Without anticipatory information. (a) First 100-ms time
frame. (b) Second 100-ms time frame.

Algorithm 1 Leader in Information-Updating Scheme I

for all uci do
At ts1, the leader broadcasts its current accelerationac and
speedvc.
At ts10, the leader gets from ATMS or computes its next
accelerationan.
At vam, the leader actuates withan.

end for

Algorithm 2 Follower in Information-Updating Scheme I

for all uci do
At ts1, vehiclevj receives the acceleration and speed from
the leader.
At tsj−1, vehicle vj receives the acceleration from its
precedent vehicle.
At tsj , vehiclevj transmits its current accelerationac to
its follower.
At ts10, vehiclevj compute its next accelerationan under
the control law of (6)
At vam, vehiclej actuates withan

end for

TABLE V
ALGORITHM PARAMETERS

Algorithm 1 presents the leaderÕs behavior in this
information-updating scheme, whereas Algorithm 2 presents
the behavior of a follower, both represented in pseudocode.

B. Information-Updating Scheme II

In this information-updating scheme, the platoonÕs leader
announces the plan for the next frame at eachtc, in its ts1
but waits before actuating with the computed values to allow
the followers to be able to update their data before their
own actuation. This waiting step is a key feature to improve
platoon stability and may be interpreted as an Òanticipatory
informationÓ that all vehicles receive from the leader to allow
them timely and simultaneous actuation, at the vehicle actuation
momentvam. The information that each follower emits to the
subsequent vehicle is 100 ms old, as in Scheme I. Each updating
cycle isuc = tc = 100 ms.

Fig. 6 shows a temporal diagram of the packet data exchange
between the platoon vehicles in two consecutive 100-ms time
frames. First, the leader broadcasts the data to all their fol-
lowers. However, differently from the previous scheme, the
information broadcasted by the leader has not yet been applied
to the vehicle. Instead, the leader waits until all the remaining
vehicles receive and transmit their data. Each vehicle, in turn
and in the respective time slot, transmits its actual acceleration
(which was computed in the previous 100-ms time frame,
considering the leaderÕs anticipatory information). With this up-
dating scheme, it is possible, at the cost of an increase of 100 ms
in the reaction time of the leader, to considerably im-
prove the platoon stability, in the direct proportion of the
leaderÕs information weight, as represented by parameterC1
in (6).

Algorithm 3 Leader in Information-Updating Scheme II

for all uci do
At ts1, leadercomputes its predicted speed vp at vam,
based on its current acceleration ac
At ts1, leader broadcasts itsnext acceleration an and
predicted speed vp
At ts10, leader gets from ATMS or computethe next
acceleration to use at the next updating cycle uci+1
At vam, leader actuates withan

end for
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with respect to each precedent vehicle. In Fig. 9(a), the increase
in the absolute values of the followersÕ acceleration with respect
to the leader is presented. Fig. 9(b) shows a detailed region
of Fig. 9(a), where we can observe the discrete values of the
acceleration, with a 100-ms sample period. Fig. 9(c) shows the
resultant velocity of each vehicle, with all of them approaching
their precedent vehicle and subsequently falling behind it, as
Fig. 9(d) clearly shows. All vehicles reach to a point (at about
155 s) where they are only 60 cm apart from the respective
precedent vehicle. In this Þrst simulation, we usedC1 = 0,
which means that the leaderÕs information has no effect on
the behavior of all the platoon followers, except on the second
vehicle, since this is the leaderÕs immediate follower.

A second simulation was performed usingC1 = 0.999.
Fig. 10 shows the acceleration, velocity, and spacing error of
this case. Note that the second vehicle is noticeably affected by
the 100-ms communication delay, presenting a worse response
than that of the previous case. Equation (6) may enlighten this
issue. WhenC1 = 0, the computation of the next acceleration
value does not consider the difference of the velocity values
between the vehicle and the leader. However, asC1 increases,
that difference is used. Unfortunately, the second vehicle is
using 100-ms-old information, from both the leaderÕs accel-
eration and the velocity values. As such, the result is worse
when compared with the case ofC1 = 0 since the spacing error
in the later case was only caused by 100-ms-old acceleration
value from the precedent vehicle (which is the leader in this
case). The response is also more abrupt than before. Since
the remaining vehicles receive the same information from the
leader at the same time, the spacing error toward their precedent
vehicles is softened. (It is worth remembering that they are
operating withC1 = 0.999.)

B. Information-Updating Scheme II

This scheme differs from the previous scheme by a feature
that is of the most importance to the stability of the platoon: the
transmission of leaderÕs anticipatory information. As explained
in Section VI-B, this is due to the leaderÕs waiting step, until
the vehicle actuation momentvam is reached, allowing its
followers to timely use the transmitted information in their
own next acceleration computation. The simulation of this
scheme presents several relevant results: as we can observe
from Fig. 11(a), independently of the value ofC1, the second
vehicle mimics the behavior of the leader, as it is also its
precedent. The third vehicle response is shown in Fig. 11(b).
The response is identical of that of Scheme I whenC1 = 0,
as expected. However, asC1 increases, the vehicleÕs response
is considerably improved. AsC1 approaches 1, the tracking
error approaches zero. The same behavior is presented by all
the remaining vehicles [the eighth vehicleÕs response is shown
in Fig. 11(c). These results show that the leaderÕs anticipatory
information has a major impact on the platoon stability, and
apart from the second vehicle, its effect is proportional toC1.
Ideally, platooning with this operating scheme and a very high
C1 value would assure a very stable platoon behavior. However,
it would be also problematic in the long run since vehicles
would be considering the leaderÕs data almost exclusively,

Fig. 9. Algorithm I withC1 = 0. (a) Acceleration of the platoon. (b) Accel-
eration of the platoon (zoomed). (c) Velocity of the platoon. (d) Spacing error
of the platoon.
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Fig. 12. Analysis of the inßuence ofC1 = 0.5 on the platoon behavior.
(a) No anticipation withC1 = 0.5. (b) LeaderÕs anticipation withC1 = 0.5.
(c) Vehicles 4, 5, and 6 comparison, withC1 = 0.5.

load is concerned. However, the current IVC technologies and
protocols rise some concerns of whether they can cope with the
involved timings of the information-updating schemes, when
all vehicles communicate within 100 ms. To assess current IVC
operation in such scenarios, we chose to test DSRC since it
is conceived to deal with high-mobility patterns, presenting
very low latencies and a large-enough range. However, its
intrinsic operating characteristics require a more throughout
analysis to assess its behavior when a large number of vehicles
are involved. For that purpose, we used the NS-3 network
simulator.

Fig. 13. Algorithm III: Comparison of a Þxed and a dynamicC1.
(a) Vehicle 3. (b) Vehicle 8.

TABLE VIII
DSRC SYSTEM PARAMETERS

A. DSRC Operating Parameters

DSRC/Wireless Access in Vehicular Environments are de-
Þned in the IEEE 802.11p and 1609.x standards [5]Ð[7], [44].
The lower layers are deÞned in IEEE 802.11p, and its MAC pro-
tocol uses an improved version of the distributed coordination
function, which is named enhanced distributed channel access
(EDCA), with quality-of-service (QoS) capabilities. The DSRC
system parameters are presented in Table VIII.

B. NS-3 Simulation Setup and Parameters

A scenario of ten platoons of eight vehicles each was imple-
mented in NS-3. Each platoon is separated by 30 m. Each vehi-
cle is 3 m long and is separated from the precedent vehicle by
1 m. The antennas are deÞned at 1.5 m above the ground.
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TABLE IX
PARAMETERS OF THENS-3 NETWORK SIMULATION

(among other actions). This procedure intends to avoid the
overhead that such packet exchange would produce during the
Þrst superframe of data transmission. DSRC protocol deÞnes
that each CCH start time is synchronized with the coordinated
universal time (UTC). Additionally, we divided each CCH in
time slots to avoid intraplatoon collisions. These two features
could lead to an interplatoon transmission synchronism, which
might increase Þrst packet collisions in the beginning of each
time slot, even when using the arbitration interframe space
number (AIFSN) and contention window (CW) mechanisms, of
the IEEE 802.11e EDCA QoS enhancements [46]. In fact, when
a node detects that the media is busy, a new CW is computed,
and the corresponding backoff time is applied, i.e.,

CWnew := min {2× (CWold + 1) − 1, CWmax} . (8)

However, at the beginning of each time slot, only the
AIFS[AC] interval is used, with

AIFS[AC] = AIFSN [AC] × ST + SIFS (9)

with the access categoryAC = 3(AC_V O), the arbitration
interframe spaceAIFS[AC] = 64 µs, AIFSN [AC] = 2,
DSRC slot timeST = 16 µs, and the short interframe space
SIFS = 32 µs. Since all platoonsÕ vehicles use this same
value, collisions are prone to occur. To minimize the probability
of these early collisions, an additional application-level random
backoff betweenCWmin andCWmax was inserted.

The presented data of Figs. 17 and 18 were obtained from
statistically noncorrelated simulations of 100 frames of 100 ms
each.

Fig. 17 shows the aggregate data of average, minimum, and
maximum values of reception delays from precedent vehicles,
per platoon, using unicast. Higher average delay values are
presented by the middle platoons. These results are in con-
cordance with what would be expected since these platoons
receive transmissions from both the platoons upfront and the
platoons behind. (The DSRC range limit may be higher than
the length of a ten-platoon chain like this one.) We see that
the average values are all under 1 ms, and no failures occurred
over the entire simulation. Since the time slots of the followers
are 5 ms long, they have enough remaining time to perform

Fig. 17. PlatoonsÕ follower reception delays of messages from their precedent
vehicles, using unicast.

Fig. 18. PlatoonsÕ follower reception delays of messages broadcasted by their
leaders.

all the required computations, which validates the assumptions
made when information-updating Scheme IV was presented
and simulated (see Sections VI-D and VII-D, respectively).
Even the maximum detected delay of 2.376 ms is below half
the time slot value.

Although unicast communication between followers is re-
liable, the broadcasted communication between the leaders
and their followers is not very resilient. There is no packet
delivery guarantee since the ACK mechanism does not exist in
broadcasting. Moreover, even if a collision occurs, the broad-
cast emitter has no means of detecting it since the MAC of
IEEE 802.11p uses carrier sense multiple access with collision
avoidance. Therefore, an explicit ACK mechanism had to be
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implemented to ensure proper reception of broadcasted mes-
sages from each platoonÕs leader to all its followers. Although
several strategies to improve reliable broadcasting in vehicular
environment have been proposed by the research community,
this is a problem that has yet to be completely tackled. After
several experimental simulations, we decided to implement a
selective ACK mechanism. Since all performed simulations re-
vealed that the vehicles in the eighth position had always failed
to receive its message when transmissions failure occurred,
we used those vehicles as referees to acknowledge successful
platoonsÕ leader transmissions. As such, they became the sole
followers to emit ACKs upon proper reception of their own
leaderÕs messages, in the right time slots. Using this scheme,
several subdivisions of the leaderÕs time slots, and two or
three transmissions were thoroughly tested. The most favorable
results were obtained with the leaderÕs time slot subdivision
shown in Fig. 16. Considering the 4 ms of the GI, the Þrst
transmission occurs at 4 ms from the beginning of each CCH
interval, at the beginning of the 11-ms leaderÕs time slots, and
is 6 ms long; the second one occurs at 10 ms, if necessary,
and is 3 ms long; and the third one occurs at 13 ms, for
2 ms long. The obtained results with this time slot subdivision,
and the parameters presented in Table IX suggest that this
communication scheme is reliable.

Fig. 18 shows the aggregate results of the simulations per-
formed, with the average, minimum, and maximum values of
reception delays of the followers, from leadersÕ broadcasted
messages, per platoon position. Higher average delay values
are presented by the middle platoons, due to the same afore-
mentioned reason. As such, the platoons at the top of the chain
present better average delay results, around 5.5 ms, whereas
the platoons in the middle present average delay results at
about 6.7 ms. Simulation also showed that the Þrst leadersÕ
transmissions were mostly successful. When the corresponding
ACK did not arrive in time, a second transmission took place.
When the second transmissionÕs ACK was not timely received
by the leader, a third transmission occurred. Quantitatively,
89.4% of the Þrst transmissions were successful; 9.8% reached
their destiny at the second transmission; and only 0.8% required
three transmissions to be properly received.

Since platoon leadersÕ time slots were augmented by 50%
with respect to previous Matlab/Simulink simulations and the
followersÕ time slots were reduced to half its previous value,
a new set of simulations were performed with these differ-
ent timings. The results are similar to those obtained previ-
ously, conÞrming the appropriate performance of the proposed
algorithms.

IX. CONCLUSION

A simulation engine for platoons of IVC-enabled autono-
mous vehicles has been implemented in Matlab/Simulink.
Several information-updating schemes have been proposed and
assessed through simulation scenarios. The simulation results
suggest that the proposed information-updating algorithms are
appropriate to the problem under study.

To assess whether DSRC could cope with the tight time
constraints of the simulation models, a set of simulations has

been performed with the NS-3. The results suggest that the
proposed algorithms may operate using the present technology,
although some concerns remain with respect to broadcast per-
formance of the DSRC protocol. Moreover, the selected Log
Distance signal propagation model used in the NS-3 simulator
may be simplistic. Other models (e.g., Three Log Distance or
Nakagami with differentm-parametervalues) might probably
present less favorable results with respect to leadersÕ broadcast-
ing since the reliability of this protocol is still an open issue
in the research community. Thus, more demanding network
scenarios with more complex mobility patterns should also be
assessed.

Nevertheless, when using the information-updating Scheme
IV proposed and simulated in Sections VI-D and VII-D, re-
spectively, the leaderÕs anticipatory information is already in-
corporated in the information that each vehicle receives from
its precedent and transmits to its own follower, allowing a
safe operation with parameterC1 = 0 . As such, an all-unicast
intraplatooning transmission scheme is feasible, leaving broad-
casting for leaders to communicate with other platoons and
infrastructure. Moreover, unicast messages are resilient and
timely delivered under the simulated scenarios.

Since constant spacing platooning may enable a considerable
increase in trafÞc ßow, more simulation results of IVC-enabled
autonomous vehicles are required, aiming at the comprehension
of new possible representations of the fundamental diagram of
trafÞc ßow applied to such scenarios.

Considering the favorable performance presented by the pro-
posed information-updating algorithms in the very demanding
scenario of constant spacing platoons, they might also allow
important safety and efÞciency improvements when applied
to different scenarios involving other type of IVC-enabled
vehicles.
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