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How to Run:

Main.m — Just run the Main file.

Main Functions:

Main.m — This is the main function

C_BestNumberRules.m - This function returns the best number of rules from the
candidate ones.

C_FAM.m - This function represents the learning algorithm (Algorithm 2)

Initialization.m - This function initializes the struct x, i.e. the initial parameters
(Algorithm 2 Step 2)

AdditiveModels_C.cpp — This mex function is responsible to the Consequent
Design, Algorithm 2 Step 3

FinalyModel_C.cpp - This mex function gives the estimation of the learned neo-
fuzzy neuro system.

PlotMFs.m - This function presents the plots of the membership functions of all
input variables.
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Main Configuration Files:

ParametersConfig.m — This file contains the main variables of the algorithm:

- limj - Maximal number of learning interactions.

- &-Termination condition defined on Algorithm 2 Step 3.c.ii.
- Number of rules per input variable - The learning algorithm will run varying
the fuzzy rules as defined by the user. On the paper as from 2 to 20 rules.

DatasetConfig.m — This file contains the definition of the dataset. Change it to test
on another dataset.

Definition of the Struct x:

X is a struct, in which, contains all parameters of the neo-fuzzy neuron system.

X

| £ 1x13 struct with 4 fields

Fields i Limit U4 Rules O biasj [ bias

1 [0.0060,93.4250] 3xd double 3.9645e-15 224874
2 [0,105] 3ed double 3.6710e-15 [1
3 [0.4370,29.1270] 24 double 4079815 0
4 [0,1.0500] 24 double 42635615 0
5 [0.3658,0.9146] 34 double 4.7645¢-15 0
& [3.2830,9.2790] 3xd double 4,4950e-15 []
7 [2.73530,105] 3xd double 4,7238e-15 []
2 [1.0731,12.7328] 3xd double 4,8020e-15 []
9 [0.9500,25.2000] 3xd double 2.7727e-15 [1
10 [177.6500,746.5500] | 3xd double 6.1246e-15 [1
11 [11.9700,23.1000] 3xd double 8.1056e-15 [1
12 [0.3040,416.7450] 3xd double 8.4768e-15 [1
13 [1.6435,39.8685] 3xd double 9.18659e-15 [1

Figure 1: Example of struct x. Final values of the current example, Boston Housing dataset.
Elements of struct x:

- Rows: contain all parameters of the zero-order T-S fuzzy system for each
input variable, e.g.:

o row 1 contains the parameters of the zero-order T-S fuzzy system for
the input variable x1

o row jcontains the parameters of the zero-order T-S fuzzy system for
the input variable x;

o Figure 1 contains the parameters of the 13 input variables of the
Boston Housing dataset.



- Columns:
o First column: contains the limits of the universe od discourse of the
respective input variable.
o Second column: contain the matrix rules of the respective input

variable:
1 > 2 a MFs of input variable x,
1= | | ———r - —
1 0.0060 0.0080 46,7155 0.8781 -MF1 ]
2 0.0060 46.7155 93.4250 -11.0519 08} . MF2| 4
3 46.7155 93.4250 93.4250 -7.9929 ool ' = |

- Figure 2: Example of the matrix rules. oal
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Figure 3: Plot of MFs represented on Figure 2.

= Rows: each row represents a fuzzy rule;
= 12 column: represents parameter a;; (lower limit of the
respective membership function);
= 22 column: represents parameter bj;(center value of the
respective membership function);
= 32 column: represents parameter ¢ (upper limit of the
respective membership function);
= 42 column: represents the consequent parameter of the
respective rule, 6;,
o Third column: represents the bias (biasj) of the model of the
respective input variable,
o Fourth column: represents the bias (yo) of the general model. Just the
first row is used.

Script Simple_script.m

The main example (file Main.m) runs in order to find the best number of rules from
the candidate ones, like the paper, in which, the learning algorithm is tested by
varying the number of fuzzy rules between 2 and 20. This script is much faster since
not use cross-validation to find the best number of rules.

In the script Simple_script.m, the number of rules is defined by the user, and it is
unigue ( scalar, not a vector of possible candidates).




